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Abstract 
Background: Robots are being designed to alleviate the burden of 
social isolation and loneliness, particularly among older adults for 
whom these issues are more widespread. While good intentions 
underpin these developments, the reality is that many of these robots 
are abandoned within a short period of time. To encourage the 
longer-term use and utility of such robots, researchers are exploring 
ways to increase robot likeability and facilitate attachment. Results 
from experimental psychology suggest that interpersonal synchrony 
(the overlap of movement/sensation between two agents) increases 
the extent to which people like one another. Methods: To investigate 
the possibility that synchrony could facilitate people’s liking towards a 
robot, we undertook a between-subjects experiment in which 
participants interacted with a robot programmed to illuminate at the 
same rate, or 20% slower, than their heart rate. To quantify the impact 
of cardio-visual synchrony on prosocial attitudes and behaviors 
toward this robot, participants completed self-report questionnaires, a 
gaze-cueing task, and were asked to strike the robot with a mallet. 
Results: Contrary to pre-registered hypotheses, results revealed no 
differences in self-reported liking of the robot, gaze cueing effects, or 
the extent to which participants hesitated to hit the robot between the 
synchronous and asynchronous groups. 
Conclusions: The quantitative data described above, as well as 
qualitative data collected in semi-structured interviews, provided rich 
insights into people’s behaviours and thoughts when socially 
engaging with a humanoid social robot, and call into question the use 
of the broad “Likeability” measurement, and the appropriateness of 
the ‘hesitance to hit’ paradigm as a measure of attachment to a 
robotic system.
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Introduction
Rapidly ageing populations around the world, paired with 
an insufficient number of carers, has led to developments in  
“gerontechnologies” - devices designed to improve the health 
and wellbeing of older adults (Broekens et al., 2009; Fozard  
et al., 2000). Examples include location monitors, medication 
reminders, and fall detection systems (Bharucha et al., 2009).  
It is proposed that gerontechnologies will allow people to  
retain their independence and remain in their own homes 
as they age, as opposed to entering into a care home facil-
ity (Benefield & Holtzclaw, 2014; Piau et al., 2014). Although  
so-called “aging in place” is a desire reported by many peo-
ple (Rantz et al., 2005), living alone is also associated with 
social isolation (lack of contact with others) and loneliness  
(distress that results from the discrepancy between one’s 
desired and actual social relationships; Pinquart & Sörenson,  
2003). Longitudinal studies on older adults have demonstrated  
that feelings of loneliness are linked to more symptoms  
of depression (Cacioppo et al., 2006), reduced physical activity  
(Hawkley et al., 2009), and impaired cognition (O’Luanaigh  
et al., 2012). A study of 1604 older adults also found that 
those who reported being lonely on average experienced  
greater difficulty with walking, stair climbing, and complet-
ing activities of everyday living (e.g. bathing, dressing, etc.) 
compared to those who did not report being lonely (Perissinotto  
et al. (2012).

A role for robots in reducing loneliness
In an attempt to reduce loneliness and the myriad of associated 
health problems, companies are in the process of developing  
‘companion robots’ - machines designed to be engaging, 
comforting, and respond to the user in an intuitive manner  
(Broekens et al., 2009; Young et al., 2009). Rather than hav-
ing the capabilities of assistive robots designed to carry out 
physical tasks, such as carrying food or fetching medication,  
companion robots are designed to connect with users in a  
socio-emotional way. The need for such companion robots to 
be developed has been further reinforced by social distancing  
measures introduced as part of the recent COVID-19 pan-
demic, with prominent roboticists championing a role for  
social robots as ideal tools for providing care and companion-
ship when contact with other people brings increased infection  
risk (Yang et al., 2020).

One such companion robot is “Paro” – a robotic seal devel-
oped within the Japan National Institute of Advanced  
Industrial Science and Technology. Equipped with microphones 
and tactile sensors, the Paro robot can move and vocalise in  
response to a user’s voice or touch. Despite its simplicity, stud-
ies demonstrate that individuals (specifically, older adults 
with dementia) enjoy interacting with Paro, and that when the  
robot is present (compared to not), care home residents engage  
in more conversation with staff and other residents (Kelly  
et al., 2021; Takayanagi et al., 2014). The latter finding  
suggests that a social robot could act as a social facilitator  
(encouraging interactions between humans), opposed to some-
thing which leads to increased isolation (e.g., if the person  
engages with a robot in lieu of other humans).

A number of research groups have suggested that after nov-
elty effects wear off, social robots will be neglected and 
users will fail to reap long-term benefit (e.g., Leite et al., 
2013; Woo et al., 2021). It is pertinent to note however, 
that such suggestions are predominantly based on research  
with children - often within classroom settings. With regards 
to social robots for older adults, current research findings are 
much more promising. For example, Bradwell and colleagues  
(2020) conducted a 6-month diary study in a supported  
living facility where residents had the opportunity to interact 
with a robotic cat, and found that older adults engaged with the 
robotic cat increasingly often - shifting from short, structured 
sessions, to more frequent requests. By the end of the study,  
staff in the facility reported that the robot was “continually 
present” and that an estimated “80% of clients loved the cat”.  
Such findings are promising in terms of robot acceptance in  
support living facilities, however, it remains unclear the extent 
to which these findings might apply to older adults living  
independently, or other types of robots (e.g., those inspired 
by humans, opposed to pet animals). It could be the case that  
like a third of assistive technologies, social robots as well are 
at risk of being abandoned within the first three months of  
use (Gurley & Norcio, 2009).

For robots to have a long-term positive impact, it is vital to  
conduct further research with independent older adults, and to 
develop a clearer understanding of the features or behaviors  
that might facilitate bonding and attachment to robotic sys-
tems. As robots are often ascribed intentions and treated like 
social entities by people of all ages in a variety of labora-
tory and naturalistic experiments (Hortensius & Cross, 2018;  
Hortensius et al., 2018; Wykowska et al., 2016), research from 
psychology and the cognitive sciences has the potential to  
play a significant role in characterising which factors and 
attributes of robots will lead to the long-term acceptance 
and enjoyment by human users. One of the factors currently  
receiving considerable research attention for its potential to 
facilitate stronger bonds between humans and robots is inter-
personal synchrony (Henschel & Cross, 2020; Lehmann et al.,  
2015; Mörtl et al., 2014).

Interpersonal synchrony
Interpersonal synchrony refers to the overlap of movement  
and/or sensation in time or form (for example, when we 
tap in sync, compared to out of sync, with another person)  
(Hove & Risen, 2009). Studies have demonstrated that  
experimentally-induced movement synchrony can have signifi-
cant positive effects on prosocial behavior towards 1) other peo-
ple (increased donating in public goods games and improved 
rapport) and 2) social robots (increased liking and perceived  
intelligence; Hove & Risen, 2009; Lehmann et al., 2015; Mörtl  
et al., 2014; Mogan et al., 2017; Rennung & Göritz, 2016).  
These studies raise the intriguing possibility that movement  
synchrony could be used to facilitate increased liking of  
social robots. In the present study, however, we shift our 
focus to another kind of interpersonal synchrony that has 
the potential to be introduced in a more subtle and effortless  
manner: namely, cardio-visual synchrony.
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Cardio-visual synchrony refers to an overlap between a visual  
stimulus and an observer’s heart rate – for example, a light  
bulb flashing at the same speed as one’s heart rate. Lab-based  
studies have identified that cardio-visual synchrony can 
impact the extent to which a person perceives an object as 
being part of their own body, or as part of the self. Specifically,  
when viewing body parts (e.g., an image their own face, or a 
rubber hand in place of their own), participants feel greater  
self-identification to those which are illuminating in a  
synchronous manner relative to their heart rate (Sel et al., 2017;  
Suzuki et al., 2013). Demonstrating that cardio-visual syn-
chrony can lead to an increased self-other overlap towards an  
object could be a significant finding in terms of facilitating  
liking and prosocial behaviors towards a robot, as Hove & Risen 
(2009) proposes that positive effects of interpersonal synchrony  
(such as prosocial behaviors and increased liking) are the result 
of a perceived blurring of the “self” and “other” (Hove & Risen,  
2009).

If found to be effective, a cardio-visual synchrony intervention  
could be relatively easy to implement in robotic systems  
used in social contexts with human users as: 1) it involves  
minimal programming (unlike movement synchrony), 2) it 
could be facilitated by an inexpensive commercially available  
heart rate monitor, and 3) it could operate independently 
of the other behaviors of the person, and importantly, the  
robot - that is, the movement, speech, and other existing  
functions of the robot are unaffected by the presence of the  
flashing lights.

Current study
To investigate the effect of cardio-visual synchrony on the  
perception of a robotic agent, we monitored the heart rate of 
the participant as they interacted with a humanoid robot (using  
a wrist-based heart monitor), and relayed this information to 
the robotic system in real time. As a result, the robot’s shoulder 
lights illuminated in a manner synchronous (at the same rate)  
or asynchronous (20% slower) relative to the participants heart 
rate. To determine whether cardio-visual synchrony leads  
participants to perceive a Pepper robot as more likable and 
behave in a more prosocial manner towards it, we used a  
between-subjects design and several qualitative and behavio-
ral measures designed to probe participants’ awareness of and  
response to our experimental manipulation.

The current study was designed to address three primary pre-
registered predictions. Given the literature suggesting that  
interpersonal synchrony increases likeability (see ‘Interpersonal  
synchrony’), we predict that the synchronous group, compared 
to the asynchronous group, will perceive the robot as more  
likable. We hypothesise that this difference will be reflected 
in the ratings on the validated ‘Liking’ scale of the Godspeed  
questionnaire - with the synchronous group scoring higher than  
the asynchronous group.

We propose that the increased liking will also be reflected 
in how long participants hesitate after being asked to hit the  
robot. Specifically, we predict that the synchronous group,  
compared to the asynchronous group, will hesitate for longer 

after being asked to hit the robot with a mallet. We also predict  
that more individuals in the synchronous group, compared  
to the asynchronous group, will refuse to hit the robot.

To investigate whether perceptions of the robot as a social 
agent differ between the two groups, we also explore gaze 
cueing data. On the basis of experiments suggesting that  
mind-perception modulates gaze cueing effects (Morgan et al.,  
2018; Teufel et al., 2010; Teufel et al., 2009; Wiese et al.,  
2012), we anticipate that participants will be slower to respond 
to human faces, compared to the arrows, replicating the basic 
gaze cueing effect. We also expect that participants in the  
synchronous group will exhibit slower reaction times to the 
robot stimuli, compared to the asynchronous group. This is on 
the basis of research suggesting that a synchronous agent is 
perceived as more “like me” and as a social being opposed to  
an object as a result (Sel et al., 2017; Suzuki et al., 2013).

We wish to note that, during the course of running the present 
study, it became clear that the debriefing procedures we had 
planned were yielding incredibly rich data and insights about  
participants’ subjective experience of socially engaging with 
(and being asked to damage) the robot. In response to the  
richness of these insights and our wish to delve into more quali-
tative aspects of participants’ experiences in this study, we 
have made the qualitative data collected as part of this project  
the focus of an additional, exploratory paper, which was 
recently published (Riddoch & Cross, 2021). We wish to make 
clear that the same participants and data sets form the foun-
dation of the present manuscript and the qualitative paper  
(Riddoch & Cross, 2021), with our focus in the present manu-
script on the pre-registered quantitative questions, analyses  
and implications.

Methods
Preregistration and data
Prior to data collection, all manipulations, measures, and 
the sample size justification and main hypotheses were  
pre-registered on the Open Science Framework (Riddoch &  
Cross, 2020). Consistent with recent proposals (Simmons  
et al., 2011; Simmons et al., 2012), we report all manipulations  
and all measures in the study. In addition, following open  
science initiatives (Munafò et al., 2017), the data, stimuli, and 
analysis code associated with this study are freely available on 
the Open Science Framework. By making the data available, 
we enable others to pursue tests of alternative hypotheses, as  
well as more exploratory analyses.

Ethics and consent
All study procedures were approved by the College of Science 
and Engineering Ethics Committee (University of Glasgow,  
Scotland) on 19th June 2019 – approval number 300180265. All 
participants provided written informed consent prior to taking  
part in the study.

Sample size justification
Due to the time and resources associated with recruiting a  
sample including older individuals, the decision was made 
to use Bayesian Sequential Hypothesis Testing as outlined 
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by Best, Barsalou and Papies (2018). To determine our mini-
mum and maximum sample size, we undertook two power  
analyses in G*Power3.1. Both were undertaken on the basis 
of an independent T-Test, comparing scores on the Likeability  
scale of the Godspeed questionnaire (Bartneck et al., 2009a).

To find a large effect (Cohen’s d = 0.8), G*Power3.1 indi-
cated that using a power of 0.8 and an alpha level of 0.05 (5%), 
we would need a minimum of 42 participants (21/group). To  
find a medium effect (Cohen’s d = 0.5) G*Power3.1 indi-
cated that using a power of 0.8 and an alpha level of 0.05 (5%),  
we would need to test 102 participants (51/group). Our maxi-
mum sample size was based on a medium effect size, as a  
small effect size might not be of as much interest commer-
cially (at least initially). That is, if we found a small effect, we 
would argue that the synchrony setup might not be a compel-
ling area of development for those designing and producing  
robots. 

As outlined in our preregistration, lodged on the Open Science  
Framework (Riddoch & Cross, 2020), we initially tested 42  
participants (the minimum sample size), then calculated the 
updated Bayes Factor (BF) after every 4 participants. As 
the BF was below 6 (considered “strong” evidence that the 
alternate hypothesis is true, opposed to null; Schönbrodt &  
Wagenmakers, 2018) we continued recruiting and testing until 
n=89. Testing was halted at 89 participants opposed to 102 
(the maximum sample size we pre-registered), due to time  
constraints and difficulties recruiting individuals over the age  
of 60.

Participants
89 individuals took part in the experiment, however the 
data from 12 individuals were excluded as they encountered  
problems which affected their experience with Pepper (error 
lights within Pepper, loss of Bluetooth/WIFI connection, and  
hearing problems). As a result, the final sample included 77 
individuals aged 18-83 (mean age = 43.36, SD = 21.38), with  
31 individuals over the age of 60 (“older adults”). Participants 
were individuals residing in Glasgow (Scotland, UK) and were  
initially recruited by word of mouth (in person, such as  
friends, family members, and colleagues of the researchers; 
via email, such as sharing via approved university mailing lists  
for participant recruitment; and through social media adver-
tisements on Twitter) followed by snowball sampling. All  
individuals had normal or corrected-to-normal vision and hear-
ing, and no previous experience interacting with the robot 
used in the study. All individuals were compensated £10  
for their participation.

Participants were assigned to the synchronous (n=40) or asyn-
chronous (n = 37) group prior to arrival, using a random group 
generator online. Such generators allow the experimenter  
to specify how many participants will be tested (e.g., n=77), 
and how many groups the individuals should be split into (in 
this case, 2 groups). The generator then splits the individuals  
randomly, into the specified number of groups. Ideally, to avoid  
inadvertently biasing the results, the experimenter would 

have been blind to the condition of the participant. However, 
this was not possible in the present study due to the logistical  
complexity paired with lack of resourcing. In the future, if 
repeating similar work, we would recommend that researchers  
consider how the experimenter can be blind to the condition  
of the participant, without adding the social pressure  
associated with an extra researcher in the testing space.

To check that the groups were sufficiently matched, in terms of  
their demographics, we performed a series of statistical 
tests. Results of the independent samples t-tests revealed no  
significant differences between the groups regarding age, nor 
on questionnaires assessing negative attitudes towards robots  
(Nomura et al., 2008). Such tests also revealed no significant 
difference between the groups in terms of anthropomorphic  
tendencies (Waytz et al., 2010), and general empathetic con-
cern (Batchelder et al., 2017). See Figure 1 for a visualisation  
of between-group similarities, in terms of their questionnaire 
scores.

Both synchronous and asynchronous groups contained more 
women than men (57.50% and 62.16%, respectively). In the 
synchronous group, one individual identified as “Agender”,  
and in the asynchronous group, one person identified as  
“Non-Binary”.

Experiment design
Participants assigned to the synchronous group interacted with 
a humanoid robot (see ‘Apparatus’ for more details) whose  
shoulder lights were programmed to illuminate at the same 
rate as their heartbeat. This was achieved by sampling the  
participant’s heart rate using a wearable heart rate monitor 
and relaying this information to the robot in real time. In the  
asynchronous group, the heart rate data were sampled in the 
same way, however the lights of the robot were programmed 
to flash at a rate 20% slower than the individual’s heart rate  
(thus producing an asynchronous cardio-visual experience).

Regardless of group allocation, participants completed the 
same tasks with the robot, and the same measures. To account 
for between-group differences, baseline measures were taken  
from both groups before they interacted with the robot.

Apparatus
Robotic platform. The robot used in the experiment was the 
Pepper Robotic system - a commercially available humanoid  
robot from SoftBank Robotics (Tokyo, Japan). See Figure 2  
for an image of the Pepper robotic system. Pepper is 120cm 
tall and features 2 in-built cameras, as well as microphones  
and tactile sensors, which allow it to detect objects and move-
ment in the environment. Pepper is already being introduced 
to social spheres, and is already being trialled in hospital 
and service industry contexts (Foster et al., 2016; Niemelä  
et al., 2017; Tanioka, 2019).

Pepper also has expressive movement and speech capabilities 
that can run autonomously, but for the purpose of experimental  
control we used a Wizard of Oz set up wherein we controlled  
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Figure 1. Plots illustrating the two groups’ distributions regarding negative attitudes towards robots (top), anthropomorphic 
tendencies (middle), and general empathetic concern (bottom).
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Figure 2. The Pepper robotic system.

Pepper’s behavior remotely. Specifically, for one part of the  
experiment we triggered a sequence of speech and movements 
via the ‘Choreograph’ software (see ‘Procedure’ for further 
details). In another section we created a panel of key phrases  
using html. Upon clicking a speech button, a corresponding 
line of Python code is triggered and Pepper speaks and moves  
accordingly. To maintain experimental control, for each inter-
action the experimenter systematically clicked from the first 
phrase “Hi there”, through a series of closed questions and 
responses, to the final phrase “Thank you”. Closed questions  
(e.g. do you prefer tea or coffee?) and option-specific 
responses were used to create the illusion that the robot was  
responding to the specific words of the participant.

In addition to controlling the speech and movement of the  
robot, it is also possible to co-opt the lights in the shoulder  
panels. Specifically, rather than flashing to indicate the ‘mode’ or 
‘state’ of Pepper, we programmed the lights to illuminate either  
synchronously or asynchronously with participants’ heart rate,  
depending on group assignment.

Heart rate monitor. To capture heart rate information, we used 
a Polar OH1 optical heart rate sensor. The Polar OH1 heart  
rate sensor was chosen due to its reliability, sport-focussed 
design (allowing for freedom of movement without diminished  
accuracy), Bluetooth Low Energy (BLE) capabilities (necessary  
for relaying the heart rate information to external devices),  
and ability to be worn on the wrist (as opposed to uncomfort-
able or obstructive devices such as finger clips or chest straps). 
The data collected by the heart rate monitor were relayed 
via a laptop to the robot, allowing the robot’s shoulder lights 
to illuminate at the same rate as the participant’s heart rate  
(‘synchronous’), or 20% slower (‘asynchronous’).

Each second, the PolarOH sensor sampled the participant’s 
pulse rate (indicative of the number of times the heart beats 

in a minute). Using the BLE capabilities of the PolarOH  
sensor, we used a laptop to extract the pulse rate data in real 
time. The pulse rate data were then processed using Python  
code – allowing us to dictate whether the lights of the robot 
should illuminate at the same rate as the pulse (synchronous 
group) or 20% slower (asynchronous group). After process-
ing the pulse data, this information was relayed to the robot  
in real time, via WiFi.

We contemplated using random or stable rates as the control  
for heartrate synchrony, but ultimately decided against this 
as we wished to ensure that the effect was the result of the  
synchrony manipulation per se – and not other factors such 
as effects of dynamic vs stable pulsing. We also considered  
binding participants’ heartrates to other aspects of the robot’s 
behavior (such as breathing movements or gestures), however  
we decided against this in order to study to impact of the  
illuminating lights alone.

To avoid exposing the aim of the experiment, the experi-
menter made no mention of the robot’s shoulder lights, nor 
their illuminating nature. We also made the decision to use 
gradual illumination, opposed to spikes, to create a subtle  
effect – opposed to an obvious and distracting light manipu-
lation. During the human-robot interaction however, two  
participants did enquire why the shoulder lights of the robot  
were flashing. To this, the experimenter briefly commented that 
the lights were simply a visual indication that the robot was 
on and functioning correctly. Both participants appeared to  
accept the cover story, and continued to ask questions about 
different features of the robot. At the end of the experiment,  
each participant was asked if they had any thoughts or feelings  
about the illuminating lights on the robot. No participants  
suspected a link between the lights on the robot and their heart  
rate.

Measures
Questionnaires. To probe liking, participants completed 
the validated Liking scale of the Godspeed Questionnaire  
(Bartneck et al., 2009a) before and after interacting with the 
robot. The questionnaire has received some criticism due 
to the overlapping nature of the “Anthropomorphism” and  
“Animacy’’ scales (Carpinella et al., 2017), however the high  
internal validity of the likeability scale specifically (Bartneck  
et al., 2007a; Bartneck et al., 2009b), paired with the benefits  
of the semantic differential format (Friborg et al., 2006),  
motivated our decision to use the scale in this experiment.

To explore if and how participants’ perception of the robot is 
affected, we also administered questionnaires probing the extent 
to which participants perceived the robot as a social agent; 
specifically, the Inclusion of Self in Other task (Aron et al.,  
1992) and the Robotic Social Attributes Scale (Carpinella et al.,  
2017). To check for between-group differences in attitudes  
towards robots, participants also completed questionnaires to 
probe their history with robots via the Exposure to Cinematic  
Depictions of Robots (Riek et al., 2011), and Negative Atti-
tudes towards Robots (Nomura et al., 2008) questionnaires. To 
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account for between-group differences with regards to anthro-
pomorphic tendencies and general empathy, the Individual  
Differences in Anthropomorphism Questionnaire (Waytz et al., 
2010), and the Empathy Components Questionnaire (Batchelder 
et al., 2017) were also administered. Participants were given 
the option of completing the questionnaires on paper, or via  
the online questionnaire platform form{‘r}. 

Gaze cueing. To investigate the extent to which participants 
perceive the Pepper robot as a social agent, opposed to a mind-
less object, a computer-based gaze cueing paradigm (Driver  
et al., 1999; Friesen & Kingstone, 1998) was administered 
before and after interacting with the robot. This task operates  
under the assumption that when we believe an agent has  
knowledge and is behaving intentionally, our attention is 
directed by their eye gaze and we exhibit slower reaction times  
(Friesen & Kingstone, 1998). Such ‘gaze cueing effects’ have 
been demonstrated in studies using robots – with participants  
being more distracted and slower to respond when the robot 
is thought to be controlled by a human (Morgan et al., 2018;  
Wiese et al., 2012). By comparing participants’ reaction times 
in response to images of robots, compared to humans or other 
objects, we should be able to determine the extent to which  
a person perceives the robot as a mere object, or an intentional 
agent like a human. We can then compare between the asyn-
chronous and synchronous groups to determine the extent 
to which the two groups differ in their perceptions, before  
and after interacting with the robot.

In the task participants saw images of an arrow, or the faces of 
Pepper, a different robot, or a human (dimensions: approximately  
600mm x 800mm). The robot images are original - taken  
in the Social Brain in Action Laboratory. The face of the human 
was chosen from the Karolinska Emotional faces database  
(Lundqvist et al., 1998), on the basis of its resemblance to 
the robot in both form and contrast. All images were changed  
to black and white, to control for potential influences of  
colour on attention. To retain ecological validity, the decision  
was made not to control for contrast and composition between  
the agent types.

Classically, gaze cueing paradigms are conducted with arrows 
or eyes, however the limited eye movements of the robots 
forced us to adopt a whole-head shift in direction. Studies have  
demonstrated that gaze cueing effects are still present when 
stimuli depict the whole head of the agent (Frischen et al., 2007;  
Langton & Bruce, 2000), further validating this decision. The 
task was created using the PsychoPy3 experiment builder and 
was presented to participants on a 21.5-inch iMac desktop  
computer.

In the gaze cueing task, participants see a fixation cross, followed  
by a front-facing image. See ‘Neutral’ images on Figure 3.  
They then see said agent orientating in the left or right direc-
tion. See ‘Direction Cueing’ on the same figure. The participant 
then sees a target (in this case, an asterix) appear congruent,  
incongruent, or neutral relative to the face. The sequence of 

Figure 3. Neutral and Direction Cueing stimuli (A) and stimuli presentation timings and examples (B).
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images was presented in quick succession, leading to the illu-
sion of apparent motion of the head/face. Refer to ‘Introduction’  
for further details, see Figure 3 for illustration of trial types 
and timings. The participants are instructed to focus on the 
fixation cross, then respond “as quickly and accurately as  
possible” upon seeing the ‘target’ appear. The participant 
responds to the left or right targets by pressing the corresponding  
arrow key on the keyboard (left, or right, respectively). 

Responses were removed if slower than 150ms (‘preemptive’) 
or above 2500ms (‘unusually slow’). This is in line with pre-
vious work scrutinising attention cueing differences in young 
and older adults (Gayzur et al., 2014) and pieces focussed on 
the ‘effective analysis of reaction time data’ (Whelan, 2008). 
These criteria led to the exclusion of approximately 0.26% of  
the dataset (35 data points).

Hesitance to hit. To probe attachment towards the robot, we 
used a modification of the “hesitance to hit” task (Bartneck  
et al., 2005; Darling et al., 2015) - asking participants to strike 
the robot on the head with a mallet. The time between being 
given the instruction to hit and agreeing to do so (indicating 
intention to hit) was measured and compared between  
the asynchronous and synchronous groups. To determine why 
participants hesitated, and better understand what hesitance 
to hit reflects (a gap in previous research) we administered a  
semi-structured interview at the end of the study, asking  
participants why they hesitated and what they were thinking  
and feeling during the task.

Note: in previous experiments, relatively simple robots (e.g., 
inexpensive robotic bugs) were used – allowing participants 
to actually hit and break the robot (Bartneck et al., 2005;  
Darling et al., 2015). In this experiment however, breaking the 
robot was unjustifiable due to the costs associated (both finan-
cially, and in terms of physical waste). We considered other 
platforms (e.g., animal-like, mechanical-looking…), however,  
significant costs and waste were associated with breaking any 

commercially available social robot. As a result, the paradigm  
was adapted to measure participants’ intention to hit a robot, 
as opposed to actually hitting the robot. Different intention  
signals were considered (e.g., a button press, a verbal  
command…) however we decided that standing up (to walk 
towards the robot) was the best measure, due to the physical  
effort required.

To better understand what the hesitance reflects, and validate 
the technique as a measure of social attribution, we interviewed 
participants regarding why they hesitated as part of an exten-
sive debriefing procedure. The results from this are described  
in Riddoch & Cross (2021).

Procedure
Upon entering the room (see Figure 4) participants took a seat 
in the control space, in front of the iMac (depicted in blue). 
After participants provided written informed consent, they  
undertook the computer-based gaze-cueing paradigm, then saw  
a video of Pepper (Tech Insider, 2018) and were asked to  
complete questionnaires probing how much they liked the robot 
(see the previous Questionnaires section, for details). During  
this time the experimenter turned on the robot and sat in the  
testing space. Upon completion of the aforementioned tasks, the  
experimenter returned to the control space and asked the  
participant to don the wrist-based heart rate monitor. As a 
cover story, the participant was told that the device encourages 
the robot to focus on them (as opposed to the experimenter).  
No participants asked for clarification regarding the brief cover  
story. The robot was triggered to illuminate in a synchronous  
or asynchronous manner (group-dependent). The participant  
was then taken to the testing space and was seated in front 
of the robot. A small video recording device (Logitech  
webcam) mounted on the room separator was triggered, 
which allowed the experimenter to monitor and record the  
human-robot interaction. Participants were not made aware of 
the webcam recording at this point – to avoid potential influence  
on their behaviour.

Figure 4. Room setup illustrating a room divider separating the testing space (left) and control space (right).
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Participants drew and made notes about the robot (5 minutes), 
then observed as the robot performed the ‘Tai Chi’, ‘Vacuuming’,  
and ‘Disco Dancing’ movements (2 minutes). Participants were 
then informed that Pepper would ask them about their food  
preferences, and they would create a shopping list together.  
The experimenter used the excuse “I’ll get out of the way so 
that Pepper doesn’t try to talk to me as well” and returned to 
the control space to control Pepper (as described in ‘Robotic  
Platform’). The participant was asked a series of questions  
about their food preferences, and what they would like on 
a food shopping list. This sequence of events was designed  
to 1) reflect a typical first interaction with a social robot 
(observation and evaluation, followed by a two-way inter-
action), and 2) to subtly encourage attention towards the  
synchronous/asynchronous shoulder lights.

After repeating the liking questionnaires and gaze cueing task 
in the control area, participants were invited to take a seat in 
front of the robot and don a pair of safety goggles. The experi-
menter then stood next to the robot and proceeded to read the  
following script:

�“Right, there is something I haven’t told you about this  
experiment. This Pepper is one of ten specially designed 
robots that I was given as part of a large research 
grant. By ‘specially designed’ I mean that they’re totally  
shatterproof – so if you hit one, the robot will break in  
a safe way that’s easy to repair. The reason Pepper is 
designed this way is because our lab is interested in what  
happens when someone has to hit a robot – for example, if 
a robot was to malfunction and you had to hit and disable 
one. Does that make sense? Great.” *Experimenter passes 
participant the hammer*. “So, for this part, your task is 
to give the robot one hard hit on the head. So, when you’re  
ready, come round the table and I’ll get out of the way.”

After standing up to hit the robot (indicating the intention to 
hit the robot), the participant is told to pass the hammer to 
the experimenter, and is informed that they will not actually  
be hitting the robot. The participant is prompted to remove 
their safety goggles and is invited back to the control area 
for a task debriefing. If the participant verbally protests  
against hitting the robot, they are told “It’s just part of the 
experiment”. Upon protesting three times, the task is ended 
as indicated previously, and the participant is deemed to have  
‘refused’ to hit the robot.

Upon completion of the task (either by agreeing or refus-
ing to hit the robot) the participant is asked a series of open  
questions (e.g. “After I asked you to hit the Pepper, what 
was going through your mind?”) to probe their thoughts and 
feelings during the hesitance to hit task. For the full list of  
questions see extended data. To conclude the experiment, par-
ticipants completed demographic and personality questionnaires  
(see Questionnaires section for details), and then were  
debriefed and compensated for their time. The debriefing 
included: 1) a statement that the robot was under the experi-
menter’s control, 2) informing the participant that webcam  

recording had been taken for the purpose of validating the 
length of hesitation, and 3) signposting to key contact details  
should they have questions or concerns following the study.

Data collection and analysis software. The computer-based 
Gaze Cueing task was created using the PsychoPy Builder  
Interface (Peirce et al., 2022). The Qualtrics survey platform 
(Qualtrics, 2005) was used to collect questionnaire responses. 
For those unable to use a computer, a paper version of the  
questionnaires was provided (see “QuestionnaireBooklet_Paper”  
file on the study OSF). To conduct statistical testing on the 
quantitative data we used Jamovi software (Jamovi, 2021). 
To manage and code the qualitative data we utilised NVivo11  
(NVivo11, 2015). The data analysis we conducted (see Results 
section for details) aligned to the methods preregistered on  
the Open Science Framework (Riddoch & Cross, 2020).

Results
This study was designed to evaluate three main hypotheses 
relating to the impact of cardio-visual synchrony between  
a human and robot. Specifically, we predicted that:

1.   �after interacting with the robot, the synchronous group 
will rate the robot higher on the ‘Liking’ scale of the 
Godspeed questionnaire, compared to the asynchronous  
group.

2.   �the synchronous group, compared to the asynchro-
nous group, will hesitate for longer after being asked  
to hit the robot with a mallet.

3.   �more individuals in the synchronous group, compared  
to the asynchronous group, will refuse to hit the robot.

In the following sections, each hypothesis is addressed in turn.

Hypothesis 1: Liking
To determine whether the robot was rated as more likable, 
depending on whether it illuminated in a manner that was  
synchronous or asynchronous with a participant’s heart rate, 
scores on the ‘Likeability’ scale of the Godspeed questionnaire  
were considered. As each of the 5 items in the Likeability scale 
is rated from 1–5, the minimum score that could be given is  
5 and the maximum is 25. 25 indicates high scores on all  
dimensions – Dislike-Like, Unkind-Kind, Unfriendly-Friendly,  
Unpleasant-Pleasant, and Awkward-Nice.

Before the interaction, descriptive statistics indicated little  
difference between the scores of the synchronous (M=20.61,  
SD=3.89) and asynchronous group (M=20.39, SD=3.65). 
After the interaction, both groups rated the robot slightly 
higher on the likeability scale, however little difference 
between the synchronous (M=21.76, SD=4.00) and asynchro-
nous (M=21.14, SD=3.76) groups was found (see Figure 5 for  
visualisation).

The results of a 2 x 2 ANOVA indicated a Bayes Factor of 
0.215 when considering the difference between the synchrony  
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Figure 5. Ratings on the Likeability Scale. Each point represents the score of an individual participant. The crosshair represents the 
mean of the participants in that condition, at the specified time point.

groups. The analyses also indicated a Bayes Factor of 0.532  
for the effect of Time (Before vs After interacting with the 
robot). These Bayes factor values are substantially lower than  
6 – the value proposed to indicate “strong” evidence that the 
alternate hypothesis is true (Best et al., 2018; Schönbrodt &  
Wagenmakers, 2018). This indicates that neither condition, 
nor time, changed the extent to which participants liked the  
robot in our particular manipulation.

Hypothesis 2: Hesitance to hit
Compared to the asynchronous group, we hypothesised the 
synchronous group would hesitate for longer between being 
asked to hit the robot with a mallet, and agreeing to do so.  
To account for individuals who refused to hit the robot, we 
adopted the method used by Darling et al., (2015) - adding 1  
second onto the maximum measured hesitation. This method 
was originally justified as follows: “if a subject did not strike 
the robot, we considered this to be greater than the maxi-
mum measured hesitation” (Darling et al., 2015). This led to  
three values of 101 in the dataset. For clarity, these values were 
not plotted in Figure 6, however they were included in the 
descriptive statistics and statistical tests. The ‘refusals’ will 
be discussed more in the later Results section ‘Hypothesis 3:  
Refusal to hit’.

Descriptive statistics indicated that the asynchronous group 
(M = 18.50s, SD = 28.92) hesitated for longer, on average, than 
the synchronous (M = 14.75 seconds, SD = 22.14) group. See  
Figure 6 for visualisation.

To compare statistical significance of these results we had 
intended to perform an independent samples T-Test, however  
the assumptions of normality and equal variances were  

violated (Shapiro-Wilkov and Levene’s p<.05). This led to 
the use of a two-tailed Mann-Whitney U test instead. This test  
indicated no significant differences between hesitation time  
of the two, U = 698.0, p = 0.864.

Hypothesis 3: Refusal to hit
The final hypothesis states that more individuals in the  
synchronous group, compared to the asynchronous group, will 
refuse to hit the robot. A reminder: a ‘refusal’ results from a 
participant protesting (e.g., “I don’t want to...”, “Do I have  
to...?”) three times. The results of a Mann-Whitney U test  
indicated no significant difference between the number of  
protests made by the synchronous group (M = 0.52, SD = 0.68), 
compared to the asynchronous group (M = 0.60, SD = 1.14),  
t(39) = 262.50, p=0.917. A Mann Whitney U test, opposed 
to an Independent T Test, was used because a Levene’s test  
indicated inequality of variances between the groups (p < .05).  
To visually compare the number of protests made by  
participants, split by condition (synchronous and asynchronous),  
refer to the chart in Figure 7.

Exploratory analyses
Self-Other overlap. To better understand the pattern of null 
effects, we explored results of the Self-Other questionnaire  
(Aron et al., 1992) – due to prior evidence highlighting the  
relevance of self-other identification for reaping the prosocial 
benefits of synchrony (Hove & Risen, 2009; Sel et al.,  
2017; Suzuki et al., 2013). Important to note; participants used 
a series of overlapping circles to indicate how they closely  
perceived themselves as overlapping with the robot - with 1  
(two separate circles) indicating zero overlap, and 7 (two fully 
overlapping circles) indicating high self-identification with  
the robot.
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Figure 7. Chart to illustrate the frequency of individuals exhibiting the distinct number of protests (0, 1, 2 , or 3 protests). Note: 
After protesting 3 times the experiment was terminated, and the participant was deemed to have ‘refused’ to hit the robot.

Figure 6. Length of hesitation between being asked to hit the robot, and agreeing to do so. Each circle represents an individual 
participant and the crosshairs indicate the mean for each group. Note: three participants refused to hit the robot and have been excluded 
from this plot as a result. The next section of results will discuss these individuals in greater detail.

Before interacting with the robot, the synchronous (M=1.78, 
SD=1.35) and asynchronous (M=1.89, SD=1.06) groups both 
demonstrated low scores on the Self-Other questionnaire.  
After interacting with the robot, the average scores of both 
groups increased slightly, but were still low (synchronous:  

M= 2.24, SD 1.36. asynchronous: M=2.03, SD = 1.34.). A 
2x2 ANOVA provided no evidence for a significant effect 
of condition (synchronous vs asynchronous; F

1, 150
 = 0.07,  

p = 0.796, n2 = 0) or time (Pre-Interaction vs Post Interaction;  
F

1, 150
 = 2.09, p = 0.150, n2 = 0.014).
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Gaze cueing
As part of our pre-registered exploratory analyses, we also eval-
uated whether gaze cueing effects differed between the two 
groups. To do so we performed a 2 x 2 x 4 x 3 mixed ANOVA: 
group (synchronous vs asynchronous), time (pre-interaction  
vs post-interaction), agent (human vs Pepper robot vs other 
robot vs arrows), congruency (congruent vs incongruent vs 
neutral). The assumption of sphericity was violated, therefore  
the Greenhouse-Geisser correction was used. See Figure 8 for 
a visual representation of the data split by the various factors  
(group, time, and condition).

In contrast to our hypothesis, the results also indicated that 
these effects were not significantly different between the two 
groups [agent x group: F(2.470,167.989)= 2.382, p=.083,  
ηP2  = .034; congruency x group: F(1.836,124.852)= 3.092,  
p= .053, ηP2  = .043].

The results of the ANOVA did indicate a main effect of agent 
(F(2.470,167.989) = 8.355, p <.001, ηP2  = .109). Descrip-
tive statistics further reveal that on average, participants 
were slower to respond to the arrow condition (M = 0.4043,  
SD = 0.1179) compared to the human (M = 0.3937, SD = 0.1837), 
other robot (M = 0.3963, SD = 0.1575), and Pepper (M = 0.3888, 
SD = 0.1087) trials.

The results also indicate a main effect of congruency 
(F(1.836,124.852) = 52.969, p <.001, ηP2  = .438). Descriptive  
statistics indicated that participants were, on average, fastest  
to respond to congruent trials (M = 0.3795, SD = 0.1678)  
compared to incongruent (M = 0.3957, SD = 0.1271) and  
neutral (M = 0.4121, SD = 0.1357) trials.

No significant interaction emerged between agent x congruency  
after applying the Greenhouse Geisser correction, F(3.305, 
224.734)= 2.161, p = .087, ηP2  = 0.020. Additionally,  
time had no significant effect on the effects of agent 
(F(2.324,158.006) = .926, p = .429, ηP2  = .013) or congruency  
(F(1.723,117.144)= 1.170, p = .309, ηP2  = .017.

Discussion
Our aim in the present study was to determine whether syn-
chrony between a participant’s heart rate and the illumination 
of lights on a robot’s torso (cardio-visual synchrony) would  
lead participants to exhibit increased prosocial attitudes and 
behaviors towards the robot. Our results demonstrate that  
overall, this particular kind of cardio-visual synchrony did not 
impact quantitative or qualitative measures of positive attitudes  
toward the Pepper robot, including self-report ques-
tionnaire responses, or hesitancy to hit the robot when 
instructed. Furthermore, we did not find evidence that heart 
rate synchrony influenced a cognitive measure of social  
attribution – specifically, gaze cueing effects.

Liking
The Godspeed questionnaire results indicate that participants 
in the synchronous group did not rate Pepper as more “likable”,  

“friendly”, “kind’, “pleasant’, or “nice”, compared to the  
asynchronous group. As a result, no differences between the 
groups on the “Likeability” scale of the Godspeed question-
naire emerged. As can be seen in Figure 4, it would appear  
that both groups report high liking ratings for Pepper both  
before and after the manipulation. As such, liking ratings that 
cluster near the ceiling of the scale do not have much room  
for improvement. 

An important limitation to note, regarding the Likeability 
scale of the Godspeed questionnaire, is that it cannot currently  
account for nuances between social liking and liking in  
other forms. For example, you might not perceive your kettle  
as friendly and kind, however a new add-on might make 
it more likable as a result of improved usefulness and  
usability. Consequently, it is not possible to rule out whether 
other factors of likeability not probed by this scale changed 
based on our manipulation. A challenge for future work, there-
fore, will be to explore ways of probing liking with more  
nuance and range. The focus on “likeability” results from our 
interest in perceptions of Pepper as a social agent, however it 
would also be insightful to probe factors affecting the usage 
and uptake of technologies as Pepper is inherently a machine.  
Davis et al. (1989) identified that “perceived usefulness” and 
“perceived ease” were positively correlated with current usage 
and future use of computers, so measures that take account  
of these factors would appear to be useful.

Hesitance to hit
Moving to the objective measures we collected regarding  
prosocial behaviors toward the Pepper robot, our reaction time 
data indicated that participants’ hesitance to hit the robot did 
not vary significantly between the synchronous and asynchro-
nous heart rate manipulation groups. It is of note, however,  
that the number of ‘absolute refusals’ (protesting against  
hitting the robot three times, resulting in the termination of  
the task) did differ between the groups. Contrary to predictions,  
in the synchronous group, no individual absolutely refused 
to hit the robot, whereas in the asynchronous group, three  
individuals absolutely refused to do so. Although it is impossible  
to conclude anything meaningful about our manipulation  
leading to this result, given such small numbers, this finding  
could nonetheless be followed up by future work.

If this finding were to be replicated, one possibility explain-
ing why individuals in the asynchronous group refused to hit  
Pepper comes from literature regarding the effects of engi-
neered music on relaxation (Leslie et al., 2019). It has been  
demonstrated that slow music relative to an individual’s 
breathing rate can induce slowed breathing and a calm state  
(Leslie et al., 2019). In a similar way, the observation of the 
slow pulsing lights relative to the person’s heart rate (as in the 
asynchronous condition) could have given rise to a similar  
relaxed state. This is supported by a statement from one par-
ticipant in the asynchronous condition who commented that 
the pulsing lights were “calming”. This calm state might have  
then led to an aversion to hit the robot, along the lines of  
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Figure 8. Plots to illustrate the gaze cueing reaction time data, split by agent type. Violin plots indicate the variance of the data 
within each condition.
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empirical work that demonstrates induced relaxation can  
reduce aggression and increase prosocial behaviors (Whitaker &  
Bushman, 2012).

Many questions remain though, including why only three out 
of 37 people in the asynchronous group refused to hit Pepper,  
whereas the others agreed. Individual differences in attention  
to the lights, and susceptibility to the relaxing properties  
of the slow pulsing, offer suggestions as to why this might be 
the case. To gain greater insight regarding this theory though, 
it is necessary to undertake further experimentation target-
ing the use of illumination for relaxation, and using both  
subjective and physiological measurements of arousal.

It is important to note that although refusals and hesitation 
occurred, all but three participants (n=74) agreed when asked  
to hit Pepper on the head with the hammer. These results are 
comparable to those in a study by Rosalia and colleagues  
(2005), in which all participants complied when asked to  
administer the high level of electric shocks to a robot. This 
study was modelled on the (in)famous work by Milgram (1965),  
wherein participants were asked to administer electric shocks 
to a human confederate. In the original work with humans  
performed by Milgram, he reported that the majority of par-
ticipants (24 out of 40) did not comply - refusing to adminis-
ter the highest level of shock to the other person. It could be 
argued that compliance was lower in the Milgram study due 
to the verbal protests of the confederate, however Rosalia and  
colleagues (2005) also included vocal protests (“Please, please 
stop” etc.) in their robotic replication. While the Rosalia  
et al. (2005) study was very different from the current study 
in a number of important ways (differences in the setup, robot  
used, the nature of the harm, etc...) it nonetheless corroborates 
the suggestion that when instructed, people will more read-
ily comply when asked to harm a robot, compared to a human.  
Such findings clearly underscore that we perceive living and 
artificial agents differently, and hold important ethical impli-
cations for human-robot interactions (Fosch-Villaronga &  
Albo-Canals, 2019; Ozcana et al., 2016).

Qualitative insights
Despite finding no between-group difference in the hesitance  
to hit quantitative measures, the qualitative data gained from 
debriefing procedures was particularly insightful. Upon asking  
participants what they were thinking and feeling after being  
asked to hit the robot, participants indicated numerous rea-
sons for hesitating. These included (but were not limited to) 
fondness for Pepper, worries about the cost of damaging the  
robot, concern for their own safety, disbelief about the instruc-
tion, feeling uncomfortable about being asked to commit 
an act of ‘violence’, social desirability effects, and feeling  
pressure from an authority figure. This diverse range of feel-
ings and responses to the request to hit a robot leads us to sug-
gest that it is not advisable to use reaction time alone as a  
measure of liking for this paradigm, and, returning to consid-
erations presented in the Questionnaires section, that research-
ers should explore other methods of behaviorally probing  
liking and attachment.

For a detailed overview of the qualitative findings of this study, 
please refer to the work of Riddoch and Cross (2021). In addi-
tion to exploring participants’ thoughts and feelings during 
the period of hesitation, the paper explores factors influencing  
apparent feelings of connection towards the robot.

Gaze cueing
A final task we performed to assess the extent to which par-
ticipants viewed Pepper as a social agent, and whether the  
heart rate synchrony manipulation had any impact on such per-
ceptions, was a gaze cueing task. The results from this task 
indicated no differences in gaze cueing effects between the  
two groups, or between pre- and post-manipulation testing 
points. While this finding is ultimately not surprising, given  
the null effects reported for other measures in this study, it is 
nonetheless valuable to consider what the gaze cueing findings  
suggest about social perception.

Previous literature indicates slowed responses for agents per-
ceived as “mindful”, compared to those considered to be lacking  
knowledge or insight (See Introduction for details). Given  
these previous findings, we expected clear increases in 
response times when participants responded to the human face  
compared to the arrow stimuli. However, our findings indicated 
an almost opposite pattern. Participants were slower to respond 
to the arrow, compared to both the human and robot faces.  
While this finding is certainly at odds with what has frequently 
be reported by prior literature (Morgan et al., 2018; Teufel  
et al., 2010; Teufel et al., 2009; Wiese et al., 2012), we suggest  
two reasons why people were on average slower to respond  
to the arrow than the human.

One explanation for why gaze cueing effects were stronger 
for the arrow, relative to the faces, is because the arrow is an 
extremely strong and salient direction cue, and the task in our 
study was to respond solely to the direction of the target. In  
previous studies participants have been asked to respond 
to the nature of the target (e.g. what letter is presented) in  
addition to the direction (Driver et al., 1999; Greenwood  
et al., 1993), offering one explanation why previous results 
differ to our own. It is possible that with the addition of a  
target-discrimination element, participants would be less dis-
tracted by the direction of the arrow, and we would see a pat-
tern of results more reminiscent of previous findings (reduced 
gaze cueing effects for the arrow relative to eye gaze). Another 
reason for the unexpected finding could be because, contrary 
to many previous gaze cueing tasks, we used a full head shift,  
opposed to a movement of just the eyes.

Langton and Bruce (1999) demonstrated that head orientation  
and gaze direction both yield robust gaze cueing effects, lead-
ing us to initially deem the current stimuli as appropriate.  
However, upon reflecting on the result, we found evidence in 
the literature that when the face is averted by 30 degrees (simi-
lar to our stimuli), gaze effects were reduced (Hietanen, 1999).  
Hietanen (1999) argued that this is because when both head 
and eyes are averted, the agent is perceived to be oriented away 
from the participant and gazing straight ahead. As a result,  
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the behavior of the perceived agent is perceived as being less 
socially engaged or relevant to the task at hand, and the direc-
tion of attention has less signal value. The findings of the  
study by Hietanen offer insight as to why gaze cueing effects 
in response to the robot and human faces might have been  
reduced, rather than amplified, relative to the arrow.

With that being said, an emerging number of studies exploring  
gaze cueing effects with avatars and physical robots demon-
strate that full shifts in visual attention (as demonstrated by a 
head and gaze shift) by embodied and virtual agents can indeed 
have powerful impacts on human behavior when performed  
in situ (e.g., Kompatsiari et al., 2018; Schilbach et al., 2010;  
Wilms et al., 2010). Perhaps the most compelling research 
to combine the gaze cueing paradigm with embodied robots  
comes from work with the iCub robot, which indeed demon-
strates that a physically co-located robot’s gaze cues can be 
followed and used to induce prosocial feelings in a human  
interaction partner towards a robot (e.g., Ghiglino et al., 2020; 
Kompatsiari et al., 2021). Taken together, our failure to rep-
licate the general human > arrows gaze cueing effect com-
plicates any interpretation we may wish to make regarding 
the heart rate synchrony manipulation on following Pepper’s  
gaze. However, we would suggest that probing more deeply 
into reasons why this is the case might not be as instructive  
or useful as further work looking to understand the role of 
eye gaze and prosociality with embodied artificial agents, as 
these, and not screen-based images, are the focus of research  
and development into socially assistive robotics.

Next steps
Cardio-visual synchrony. Perceiving the “other” as similar  
to the “self” is proposed to be a crucial mechanism under-
pinning the prosocial benefits of synchrony (Hove & Risen, 
2009). Previous cardio-visual synchrony studies have sup-
ported this suggestion – finding that participants feel greater  
self-identification towards objects and images which are flash-
ing in a synchronous (opposed to asynchronous) manner  
relevant to their heart rate (Sel et al., 2017; Suzuki et al., 2013). 
In this study however, average scores on the Self-Other overlap  
questionnaire were very low, regardless of whether Pepper was 
flashing in a synchronous or asynchronous manner. The lack 
of change before and after interacting with Pepper, regardless  
of group allocation, suggests that the manipulation was inef-
fective in terms of altering the perception of self-other overlap.  
Based on Hove & Risen’s (2009) theory that prosocial behav-
iors are the result of identifying with another individual,  
it could be that we did not see positive effects of the manipula-
tion in terms of liking, hesitation time, or any of the other 
measures due to the negligible perceived overlap between  
individual participants and Pepper. Questions still remain, 
though, whether the lack of change in self-other identification 
scores (and the general pattern of null findings) are most attrib-
utable to the robotic nature of the “other”, the subtlety of the  
light manipulation, or both.

To reduce the subtlety of the manipulation, facilitate greater 
attention towards the lights, and potentially an increased 

impression of synchrony, future work could incorporate a task  
design that seeks to accelerate and decelerate participants’ 
heartrate in response to some sort of external stimulus, while  
ensuring the robots’ illumination also matches these changes 
in heartrate. Alternatively, future work could attempt to induce 
measurable effects by increasing the salience of the lights (e.g., 
by illuminating a whole limb, or face, as in previous studies)  
(Sel et al., 2017; Suzuki et al., 2013). We would also advise that 
researchers carefully consider how they define and measure  
self-other overlap, as we found that some participants were 
unfamiliar with the concept (and asked for clarification when  
answering questions).

To gain a more complete understanding of the effects of  
cardio-visual synchrony as a potential facilitator of prosocial  
behaviours and self-identification with a robot, it will be use-
ful to conduct further work using different equipment and 
approaches. For example, in this experiment we used a  
commercially-available wrist-based sensor – as our goal was 
to create a manipulation which was inexpensive, feasible  
to introduce in real world settings, and subtle. By doing so 
however, we were limited to the measurement of pulse rate 
(opposed to heart rate, as measured in the chest) and it was not  
possible to precisely match the phases of the heart with the 
lights of the robot as a result. More accurate and reliable 
heart monitoring equipment (e.g., ECG) would be valuable in  
the pursuit of such heart-robot matching (while keeping in 
mind that such equipment also introduces other challenges 
for real-world applications as a result of increased costs and  
reduced ease of use).

A number of further limitations to the present study warrant 
discussion and will require further investigation in order to  
determine whether our failure to find the predicted effects 
of cardio-visual synchrony are due to the ineffectiveness of 
such a manipulation with robots in general, or peculiarities of  
our particular approach. For example, one issue to bottom out 
is whether the success of the human—robot synchronisation  
manipulation depends on the algorithm used. It would be  
valuable for future studies to explore different types of algo-
rithms (for example, an oscillator model, which could help  
remove sources of noise) to test whether such approaches 
impact the effects of cardio-visual synchrony between humans 
and robots. Furthermore, the success of the experiment could  
also be related to the particular type of task used. At this 
stage, it would be useful to explore the extent to which syn-
chronisation effects are amplified in sensorimotor tasks, or 
where sensory processing is related to interaction frequency  
(see Henschel & Cross, 2020). Along these same lines, unlike 
the control of arm or leg movements, or even breathing, most  
people cannot (easily) exert direct control over their heart rate, 
and heartrate itself is not easily visible to spectators. Even 
though an increasing number of studies exploring cardio-visual  
synchrony are emerging from a number of leading psychol-
ogy laboratories around the world (Azevedo et al., 2022;  
Galvez-Pol et al., 2022; Heydrich et al., 2018), it could be 
that the subtlety of such effects and manipulations remain  
ill-suited for implementation in human—robot interaction  
contexts.
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Attachment to robots
The hesitance to hit paradigm, and the associated qualita-
tive results, proved insightful – not only in terms of method 
validation (showing that participants hesitate to hit a robot for  
many reasons), but also for identifying individuals who 
quickly felt a connection the robot in this context. Unfortu-
nately, there were unexpected consequences associated with 
the paradigm. Specifically, some participants reported feeling  
anxious and stressed whilst deciding whether to hit the  
robot. Additionally, the experimenter experienced high levels 
of stress as a result of repeatedly observing individuals in a state  
of distress (whilst having to remain composed and neutral).

Moving forwards, a clear need to balance maintaining realism 
while minimising participants’ stress emerges (Geiskkovitch  
et al., 2016; Rea et al., 2017). As part of Geiskkovitch and  
colleagues’ (2016) guidelines for researchers hoping to do so, 
they recommend that experimenters take the time to revisit  
and read the major codes of ethics that govern research with 
human participants, such as the Declaration of Helsinki 
(1964; 1996), the Belmont Report (1979), and the British  
Psychological Society (2014) Code of Human Research Ethics.  
It is also recommended that if researchers choose to conduct 
“robot abuse” studies in the future, they consider the implica-
tions of doing so – not only for the wellbeing of participants  
and the research team, but for the field of human-robot inter-
action more broadly. Studying moral behavior with robots 
presents new ethical challenges, and researchers working on 
the front lines of this discipline have a duty to actively reflect on 
and refine ethical guidelines (Chrisley, 2020; Rea et al., 2017;  
Williams et al., 2020).

Conclusions
Here we report that cardio-visual synchrony had no signifi-
cant effect on prosocial attitudes and behaviors towards the 
Pepper robot. The subtlety of the manipulation offers one  
explanation as to why no difference emerged, and it would 
be beneficial for our understanding of perceived synchrony to  
conduct further research using a more obvious signal or a  
robot that illuminated more uniformly (such as the MiRo robot 
developed by Consequential Robotics). Although the current 
study failed to yield affirmative answers regarding the util-
ity of cardio-visual synchrony for inducing prosocial thoughts 
and behaviors toward a robot, it nonetheless highlights  
potential issues with certain methods used to measure percep-
tions of, and behavior towards, robotic agents. Through quali-
tative data we show that the hesitance to hit paradigm is not 
only probing liking, but it also taps into other factors such  
as perceived cost and a person’s concern for their own safety.  
We also find huge variation between participants with regards 
to how they refer to Pepper, and perceived feelings of connec-
tion towards the system. Based on current and other recent 
findings (e.g., Henschel & Cross, 2020), we would also  
argue that measures such as the Godspeed Liking scale are 
overly specific - focussing on social liking and neglecting other 
forms of liking in the process. In addition to advising the use 
of embodied human-robot interaction for probing other cog-
nitive measures of social perception, such as gaze cueing  
(e.g., Kompatsiari et al., 2018; Kompatsiari et al., 2021; see also 

Henschel et al., 2020), we also suggest that future studies also  
make more use of open-ended questioning of participants’ 
subjective experiences. In doing so it is possible to gain new  
insights regarding measurement techniques and individual 
differences, and generate new research questions that are 
highly relevant to our future social engagements with robotic  
technologies. 

Ethics and consent
All study procedures were approved by the College of  
Science and Engineering Ethics Committee (University of  
Glasgow, Scotland) – approval number 300180265. Participants  
provided written informed consent prior to taking part in  
the study.

Data availability
Underlying data
Open Science Framework: HeartBots - Investigating the Effect 
of Heart Rate Synchrony on Prosocial Behaviour towards a  
Social Robot. http://doi.org/10.17605/OSF.IO/D7C8T (Riddoch  
& Cross, 2020)

This project contains the following underlying data:

Folder: Main Study Data

-   �GazeCueing_ReactionTime. Raw Gaze Cueing data, col-
lected in PsychoPy3.

-   �Hesitance_ReactionTime. Raw behavioural data – hesitance 
to hit the robot.

Folder: Qualitative Study Data

-   �BetweenCoderComparison. Files illustrating the codes 
created by the individual qualitative coders, followed  
by between-coder comparison.

-   �FinalCodesandThemes. Files containing the final  
qualitative data codes and themes.

-   �HighLowConnectionGroups. Raw data, allowing com-
parison between individuals expressing high and low  
connection to the robot.

Extended data
Open Science Framework: HeartBots - Investigating the Effect 
of Heart Rate Synchrony on Prosocial Behaviour towards a  
Social Robot. http://doi.org/10.17605/OSF.IO/D7C8T (Riddoch  
& Cross, 2020)

This project contains the following extended data:

Folder: Experiment Materials

-   �GazeCue_Experiment_PsyPy3. Gaze Cueing experiment 
setup which can be loaded and used in PsychoPy3.

-   �GazeCue_StimuliOnly. Stimuli image files, for the  
Gazecueing experiment.

-   �Pepper_RobotShoppingSpeech. html file, containing the 
panel used to trigger the robot’s speech.
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-   �PostHit_InterviewQs. Interview questions used after the 
Hesitance to Hit task.

-   �Procedure_Checklist. Procedure list used by the experi-
menter, to ensure all tasks and aspects were conducted  
in the correct order.

-   �QuestionnaireBooklet_Paper. Paper questionnaire book-
let used for participants who were unable to use the  
computerised version.

Folder: Manuscripts & Figures

-   �MainManuscript_Preprint. Preprint manuscript.

-   �QualitativePiece_Figures. Figures used in the Qualitative 
Study Manuscript.

Software availability
Source code available from: https://github.com/SocialBrainInAc-
tionLab/Heartbot

Archived source code at time of publication: https://doi.org/10. 
5281/zenodo.7227615 (Bishakha & Blanco, 2022)

License: MIT.
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